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Agenda

e Introduction to Liquid Cooling
* NREL Case Study
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Benefits of Liquid Cooling

 Higher compute densities
* Higher efficiency

» Vision: Eliminate compressor
based cooling and water
consumption

U.S. DEPARTMENT OF ENERGY  OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY 3



Moving (Back) to Liquid Cooling

 As heat densities rise, liquid solutions become more attractive

 Volumetric heat capacity comparison: 5,380 )
, m

~ 190,000 cubic foot blimp

Water
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Why Liquid Cooling?

e Liquids can provide cooling at higher temperatures
— Improved cooling efficiency
— Increased economizer hours
— Potential use of waste heat

 Reduced transport energy:

Heat Transfer Resultant Energy Requirements
Rate AT Heat Transfer Fluid Flow | Conduit| Theoretical
Medium Rate Size Horsepower
e
e
Forced Air - 9217 cfm | 34" @ 3.63 Hp
10 Tons | 12°F .--H
Vs
Water (o) 20 gpm 2" & .25 Hp

U.S. DEPARTMENT OF ENERGY  OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Liquid Cooling Solution
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 For most locations data centers may be operated without chillers in a water-side economizer mode
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In-Rack Liquid Cooling

 Racks with integral coils and full containment:
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Blade server optimized!
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Rear-Door Heat Exchanger

e Passive technology:
relies on server fans for airflow

e Active technology:
supplements server fans with external
fans in door

e Can use chilled or higher temperature
water for cooling

A R e A e P R T T e P 7T

Photo courtesy of Vette
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Liquid On-Board Cooling
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Example: Maui DOD HPC Center Warm Water Cooling

IBM System x iDataPlex ﬁ

* 90% water cooled
* 10% air cooled
e Cooling water temperature as high as 44°C

Dry Coolers, 10 kW each a
compared to 100 kW Chillers
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Liquid Immersion Cooling

Vapor Condenser

Boiling
Liquid

Server

Tank

Facility Water _
Ambient as
Q high as 55°C
Pump { / Dry Tower ; S

< 1

Cooling Power = Pump + Fan

Facility
Wall

No longer requires:
e chillers  raised floors

e coolingtowers ¢ CRACs

e water use e earplugs!
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“Chill-Off 2" Evaluation of Liquid Cooling Solutions

Data Center Cooling Device Relative Performance

1.55
wf DX comp.
1.35
CR&H Estimate Rack
1.25 o

Cooler

COEEc (kW /kW)

~— gﬁ’fffln-ﬁoux
115 — . / Cooler
' E% —— Rear Door
. | i 2] <«

Heat Exchanger

1.05 {passive)
\‘\’_—‘ (_-—_____‘__.- Direct Touch
Cooling
0.95 I I I T I I I 1
testiD# 1 2 3 4 5 B 7
chilled watertemp. (°F) 45 45 50 55 60 60 G0
server air inlet temp. (°F) 50 72 72 72 72 80 90

Test ID Number - Test Parameters
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“Free Cooling” w/ Water-Side Economizers

 Cooling without Compressors

: _ .
* Easier retrofit Noor
* Added reliability (backup in case of ool

chiller failure)
e No contamination issues

e Put in series with
chiller

e Uses tower or dry cooler
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Re-Use of Waste Heat

 Heat from a data center can be used for:

— Heating adjacent offices directly

— Preheating make-up air (e.g., “run around coil” for adjacent laboratories)
e Use a heat pump to elevate temperature

— Waste heat from LBNL ALS servers captured with rear door coolers feed a heat
pump that provides hot water for reheat coils

e Warm-water cooled computers are used to heat:
— Greenhouses, swimming pools,
and district heating systems
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Resources: FEMP’s Center of Expertise in Data Centers

e datacenters.lbl.gov
e datacenters.lbl.gov/technologies/liquid-cooling

Choose from upcoming live
webinars, pre-recorded trainings,
Filter CoE’s many and in-person Data Center Search

Use CoE’s Energy resources by type Energy Practitioner (DCEP) resources
Efficiency Toolkit and topic. trainings. by topics
: : i of interest.
CENTER orf
EXPERTISE i :
E?(plore the. o ror ENERGY EFFICIENCY in DATA CENTERS : °ENERGY fm}
diverse activities : i i

that COE |S ---------------------------------- . E . . FO”OW us on Tw|tter
CONTACT US @DataCenterCoE

TECHNOLOGIES

engaged in.

C Center of Expertise
=~ @DataCenterCoE

Effective air management is critical for

S m a I I Data ce nte rs 5 : H § data center #EnergyEfficiency. CoE's Air

Management Tools webinar will introduce
free, easy-to-use tools to help you save
5 Lo e #energy and money in your
Explore resources geared towards helping #DataCentert Ragister here:
-

small data centers overcome the unique A biLly/2WVEF50.
obstacles_they face in re_duc:ng energy Him : So 7. 3018
consumption and achieving monetary ' ;
savings. : = Center of Expertise

= (@DataCenterCoE
There's still time to register for our Air
Management webinar Sign up here:
bit.ly/2xjhag
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https://datacenters.lbl.gov/
https://datacenters.lbl.gov/technologies/liquid-cooling
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NREL ESIF Data Center

 Showcase Facility  Data Center Features

ESIF 182,000 ft.2 research facility -
10,000 ft.2 data center

10-MW at full buildout —
LEED Platinum Facility, PUE < 1.06

NO mechanical cooling (eliminates
expensive and inefficient chillers)

Cooling Towers

Direct, component-level liquid cooling,
24°C (75°F) cooling water supply

35-40°C (95-104°F) return water (waste
heat) is captured and used to heat offices
and lab space

Pumps more efficient than fans

High-voltage, 480-VAC power distribution
directly to high power density 60- to 80-kW
compute racks

e Compared to a Typical Data Center

Lower CapEx—costs less to build
Lower OpEx—efficiencies save

e Integrated “Chips-to-Bricks” Approach

Utilize the bytes and the BTUs!

U.S. DEPARTMENT OF ENERGY  OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Metrics

“Facility energy” + “IT energy”

PUE =
“IT energy”

Total Annual Electrical Cost: Compute + Facility
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Cost in Millions of Dollars

- HPC
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Assume ~20MW HPC system & $1M per MW year utility cost.
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Metrics
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“Facility energy” + “IT energy”

PUE =
“IT energy”

“Facility energy” + “IT energy” —

“Reuse energy”

ERE =
“IT energy”

Total Annual Electrical Cost: Compute + Facility
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Assume ~20MW HPC system & $1M per MW year utility cost.
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Liquid Cooling - Considerations

* Liquid cooling essential at high-power density
e Compatible metals and water chemistry is crucial
e Cooling distribution units (CDUs)
— Efficient heat exchangers to separate facility and server liquids
— Flow control to manage heat return
— System filtration (with bypass) to ensure quality
 Redundancy in hydronic system (pumps, heat exchangers)
 Plan for hierarchy of systems
— Cooling in series rather than parallel
— Most sensitive systems get coolest liquid
At least 95% of rack heat load captured directly to liquid
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Basic Hybrid System Concept

Moist Heat
Out

Dry Heat
Out
A A A
95°F (35.0°C) | e =t =
Dry/Sensible Cooler

Dry Loop
Sized for Water Savings

85°F (29.4°C)

95°F (35.0°C)

Heat In

—>

Process Loop

Heat
Exchange

75°F (23.9°C)
Condenser Water Pump

Wet Loop
Sized for Design Day

Thermal Duty

75°F (23.9°C)
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Basic Hybrid System Concept
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Dry Heat
Out

Moist Heat
Out

A A A

95°F (35.0°C) — e
Dry/Sensible Cooler

Dry Loop
Sized for Water Savings

85°F (29.4°C)

95°F (35.0°C)

Heat In

—>

Heat
Exchange

Process Loop

75°F (23.9°C)

Condenser Water Pump

“Wet” when it’s hot, “dry”

Wet Loop
Sized for Design Day

Thermal Duty

75°F (23.9°C)

when It’s not.
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Improved WUE - Thermosyphon

Water Vapor Qou n

Cooling Towers
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ESIF Data Center Efficiency Dashboard

i N R E |_ ESIF HIGH PERFORMANCE COMPUTING DATA CENTER OUTDOOR. ‘ Air Temperature /8.5 °F

Relative Humidity 44,2 o

bty S 2
As of Tue Aug 7 10:27:29 MDT 2018 rreelem a0 1 GPM
PUE Lighi=z & Plugs Cooling Pumps= HVAC IT Eguipment Fa-nse IT Equipment
1.044 =( 1033 + 1827 + 615 + 583 + 03114 ) / 93114 Counterflow Cooling Towers
Thermosvphon 34 15 35 36 Fambos
4th Floor Mechanical
0.972 =( 1033 + 1827 —+ 615 + 583 + 093114 - 6660 ) [/ 83114 L
Values in KW { -
Ceiling Air Hos Air Flamm 3 .
HPC Data Center oo i-‘—%ﬂ )
- M - . . lemng‘wm’ Tn‘:m'B?jh:
Liquid Cooling o ———— Air Cooling - Pougs ()| | Sieup Tarks :
Node CDU (Cooling | COU In Out 4 oo A 633 moMe
Racks Distribution Unity | 12 642 596 4 B if B e
— 34 638 1002 e — .
= 4 718 973 alﬂm S
P Y ~- .
T-B 6748 Lo3 641 —
—— olp 4§78 970 ! Celd Hot {_;:'Dili
— = ’ - Al 2,
=\ Y Cootimg Tower Hox R e
B R e In | 843 =
L__,J ¥ Mode Facks — X )
) Q14 Flow 2356 3191 Flow 1006 L &
2nd Floor Mechanical Ot I A .
B ~ J Cut 648 @E I = 353 T TR
ing ; %‘ § |"'- ) Fan Wall -_I_:;E_!.m I.u.'l'\-.'.'.'llifrllq HEHR%;—'_D:Em"'}
.é 3 R =l 977
Campus Loap ESIF Heating | \\L L - 1N ),
0.8 | - o J
| \EI:I.EF’TRE{-D’T-EF_\' Water (EEW) Loop ‘\__ 1\
Campus Hot TWatar HEX Enerzv Recovers Witer HEX , 4 > -
Cur | 838 g1 In Coat r;m e E:;r g In | Fan wals South Martk Sauth Worth Whars iz Dhata Center Whste Enerzy Going? Tater
P | e s a0 ArhTap. 785 787 ST Buidmede eae W :
Flowr 748 1343 Flow Fiow 701 3TE3 Flow E 0.0 (Chutput Taser 725 71.1 At Temp S7.6 576 Ouwtdoars: via Themmesyphon Q7.7 B d Aar
Cail Flowar 336 400 Fan Power (1) 21 21 Oratdoars via Cooling Towvers 5 KW
In [ 788 808 O In 516 866 L
Hieat ‘I'ramsfer (kW) Heat Transfer (kW) Coll Pumgp o1 0.7 HeznEpemzy B0 417 Caxnpe: Building Haat SR —_— Refrigerant
358 -T4.8 GAE G0 Powear (EW) - Captured 3R T )

https://hpc.nrel.gov/cool/

U.S. DEPARTMENT OF ENERGY  OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY 24




Data Center Metrics

First year of TSC operation (9/1/2016-8/31/2017)

Hourly average IT Load
=888 kW

PUE = 1.034
ERE = 0.929

Annual Heat Rejection

Building Heat

Cooling
Towers

Thermosyphon
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Data Center Metrics
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First year of TSC operation (9/1/2016-8/31/2017)

Hourly average IT Load WUE = 0.7 liters/kWh
= 888 kW (with only cooling towers, WUE = 1.42 liters/kWh)
PUE = 1.034 Site Water Usage and Estimated Water Savings

350,000

ERE = 0.929

250,000

1,135,624

N
S
AN

946,353

S . % - %
4] N § 3 % % % N "
Annual Heat Rejection el B B N . . . . . o g
@ 150000 = k}, § § § § § § §§ 567,812 =
q N Y Y &
Building Heat 100,000 § § § § \; ) “ N
50,000 § % 2 189,271
0 | 0
Coolin & & & @""S\ & @‘“«O & v“*é\
Towe rsg Site Water Usage » Estimated Reuse Energy Water Savings

8t Estimated Thermosyphon Water Savings

Thermosyphon

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY



Cumulative Water and Cost Savings

Energy =
$0.07/kWh
Water = $5.18/kgal

Cumulative Estimated TSC Operational Cost & Water Savings At The NREL ESIF Installation

2,800,000 $11,200

2,600,000 As of Jan 04,2019 07:34 PM $10,400

2,400,000 Total TSC Heat Rejected = 8,469,782 kWh's $9,600
Total Water Saved = 2,780,123 Gallons

2,200,000 Total Operational Cost Savings = 57,691 $8,800

2,000,000 $8,000
1,800,000 $7,200

1,600,000 $6,400

1,400,000 $5,600

Cumulative Operational Cost Savings

Gallons of Cooling Tower Make-up Water Saved

1,200,000 $4,800
1,000,000 $4,000
800,000 $3,200
600,000 $2,400
400,000 $1,600
200,000 $800
= s-
ﬁ\""\ \'&”“ ol 1;\ \g\'b“\s\%”p\%“\ 3\1‘\‘&\"\ s\"\” \5- \"\ 5\'&\3&\'\,\@\‘\,\% };\@\&\%"P\%"\ 3\"*"‘& \'*\ ﬁ,\”\ e\"\ 1\"\ %\x\“*@_\‘\\,50\'»\3\_\3\30\‘\\%3\
* Cumulative Water Savings ¢ Cumulative Operational Cost Savings TPC01/07/19
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Questions & Contact Information

e Questions?
e Contact Information:

Dale Sartor, P.E.
DASartor@LBL.gov

-

' A
frrerereer ‘ﬂ

Otto Van Geet, P.E.
Otto.vangeet@nrel.gov

LiINREL
| B
=
NATIONAL RENEWABLE ENERGY LABORATORY
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